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Abstract

Eisenstein polynomials, which were defined by the second named
author, are analogues of the concept of an Eisenstein series. The
second named author conjectured that there exist some analogous
properties between Eisenstein series and Eisenstein polynomials. In
the previous paper, the first named author provided new analogous
properties of Eisenstein polynomials and zeta polynomials for Type II
case. In this paper, the analogous properties of Eisenstein polynomials
and zeta polynomials also hold for the cases Type I, Type III, and
Type IV. These properties are finite analogies of certain properties of
Eisenstein series.
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1 Introduction

In the present paper, we discuss some analogies between Eisenstein series,
Eisenstein polynomials, and zeta polynomials. This paper is a sequel to the
previous paper [10]. To explain our results, we recall the paper [10].
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A linear code C of length n is a linear subspace of Fn
q . Then, the dual C

⊥

of a linear code C is defined as follows: C⊥ = {y ∈ Fn
q | (x,y) = 0 for all x ∈

C}. A linear code C is called self-dual if C = C⊥. The weight wt(x) is the
number of its nonzero components. The weight enumerator of a code C is

wC(x, y) =
∑
u∈C

xn−wt(u)ywt(u) = xn +
n∑

i=1

Aix
n−iyi,

where Ai is the number of codewords of weight i. In this paper, we consider
the following self-dual codes, [1]:

Type I: Over Fn
2 with all weights divisible by 2,

Type II: Over Fn
2 with all weights divisible by 4,

Type III: Over Fn
3 with all weights divisible by 3,

Type IV: Over Fn
4 with all weights divisible by 2.

For Type I, . . . , IV, it is well known that the weight enumerator wC(x, y) is
in the space C[f, g], [1], where

Type I : f = x2 + y2,g = x2y2(x2 − y2)2,
Type II: f = x8 + 14x4y4 + y8,g = x4y4(x4 − y4)4,
Type III: f = x4 + 8xy3,g = y3(x3 − y3)3,
Type IV: f = x2 + 3y2,g = y2(x2 − y2)2.

Let

Type I: GI =

⟨
1√
2

(
1 1
1 −1

)
,

(
1 0
0 −1

)⟩
,

Type II: GII =

⟨
1√
2

(
1 1
1 −1

)
,

(
1 0
0

√
−1

)⟩
,

Type III: GIII =

⟨
1√
3

(
1 2
1 −1

)
,

(
1 0

0 e2π
√
−1/3

)⟩
,

Type IV: GIV =

⟨
1

2

(
1 3
1 −1

)
,

(
1 0
0 −1

)⟩
.

It is known that for X ∈ {I, . . . , IV}, a weight enumerator of Type X codes
is an invariant polynomial of the group GX, namely, for all σ ∈ GX,

wC(σ(x, y)) = wC(x, y),

where σ(x, y) := σt (x, y). We denote by C[x, y]GX the GX-invariant subring
of C[x, y].
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Here is a typical example of C[x, y]GX . Oura defined an Eisenstein poly-
nomial for Type II as follows:

φGII
ℓ (x) =

1

|GII|
∑
σ∈GII

(σx)ℓ.

[14, 16]. Here, we define an Eisenstein polynomial for Type X as follows:

φGX
ℓ (x) =

1

|GX|
∑
σ∈GX

(σx)ℓ.

It is straightforward to show that the Eisenstein polynomial for Type X is in
C[x, y]GX .

We introduce an expression relating GII and modular forms M(Γ1). For
the detailed expression of modular forms, see [1, 5, 6, 8, 9]. For C[x, y]GX ,
we construct the elements of Γ1 as follows:

Th : C[x, y]GX →M(Γ1)

x 7→ f0(τ) =
∑

b∈Z,b≡0 (mod 2)

exp(π
√
−1τb2/2),

y 7→ f1(τ) =
∑

b∈Z,b≡1 (mod 2)

exp(π
√
−1τb2/2).

The map Th is called the theta map.
Here is a typical example ofM(Γ1). The Eisenstein series for Γ1 is defined

as follows:

ψΓ1
k (z) := 1− 2k

Bk

∞∑
n=1

σk−1(n)q
n,

where Bk is the k-th Bernoulli number and σk−1(n) :=
∑

d|n d
k−1. For the

detailed expression of the Eisenstein series, see [1, 5, 6, 8, 9].
The elements of both M(Γ1) and C[x, y]GX are “invariant functions” and

the Eisenstein series and the Eisenstein polynomial are “average functions”
of the groups. Therefore, these two objects are expected to have similar
properties. Moreover, for f ∈ C[x, y]GX , it is expected that f and Th(f)
have similar properties. Table 1 shows a summary of the concepts that we
have introduced so far.

For φGX
ℓ (x, y) ̸≡ 0, we denote by φ̃GX

ℓ (x, y) the polynomial φGX
ℓ (x, y)

divided by its xℓ coefficient. We give some examples in Table 2.
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Table 1: Summary of our objects

Γ1 GII

M(Γ1) C[x, y]GII

Eisenstein series Eisenstein polynomials
f Th(f)

Table 2: Examples of Eisenstein polynomials

ℓ φ̃GII
ℓ (x, y)

8 x8 + 14x4y4 + y8

12 x12 − 33x8y4 − 33x4y8 + y12

In [15, 12], several analogies between Eisenstein series and Eisenstein
polynomials were reported. Suppose p is a prime number and vp is the
corresponding valuation for the field Q. Then a ∈ Q is called p-integral if
vp(a) ≥ 0. Eisenstein series have the following properties:

(1) All of the zeros of the Eisenstein series are on the circle {e
√
−1θ | π/2 ≤

θ ≤ 2π/3} [17].

(2) The zeros of the Eisenstein series ψΓ1
k (z) are the same as those for

ψΓ1
k+2(z) [13].

(3) For odd prime p, where p ≥ 5, the coefficients of the Eisenstein series
ψΓ1
p−1(z) are p-integral [7, P. 233, Theorem 3], [9].

Oura’s conjecture states that the analogous properties of (1), (2), and (3)
also hold for Th(φ̃ℓ). Namely,

Conjecture 1.1 ([15, 12]). (1) All of the zeros of Th(φ̃GII
ℓ ) are on the cir-

cle {e
√
−1θ | π/2 ≤ θ ≤ 2π/3}.

(2) The zeros of Th(φ̃GII
ℓ ) are the same as those of Th(φ̃GII

ℓ+4).

(3) Let p be an odd prime. The coefficients of Th(φ̃GII

2(p−1)) are p-integral.
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To explain our results, we introduce the zeta polynomials, which were
defined by Duursma [2]. Analogous to coding theory, we say f ∈ C[x, y] is
the formal weight enumerator of degree n if f is a homogeneous polynomial
of degree n and the coefficient of xn is one. Also, for

f(x, y) = xn +
n∑

i=d

Aix
n−iyi (Ad ̸= 0),

d is the minimum distance of f . Let R be a commutative ring and R[[T ]]
be the formal power series ring over R. For Z(T ) =

∑∞
i=0 anTn ∈ R[[T ]],

[T k]Z(T ) denotes the coefficient ak. The following lemma follows:

Lemma 1.1 (cf. [2]). Let f be a formal weight enumerator of degree n, d
be the minimum distance, and q be any real number not one. Then there
exists a unique polynomial Pf (T ) ∈ C[T ] of degree at most n − d such that
the following equation holds:

[T n−d]
Pf (T )

(1− T )(1− qT )
(xT + y(1− T ))n =

f(x, y)− xn

q − 1
.

Definition 1.1 (cf. [3]). For a formal weight enumerator f , we call the
polynomial Pf (T ) determined in Lemma 1.1 the zeta polynomial of f with
respect to q. If all the zeros of Pf (T ) have absolute value 1/

√
q, then we say

that f satisfies the Riemann hypothesis analogues (RHA).

In [10], we investigated the zeta polynomials of the Eisenstein polynomials
for Type II. In the following, we assume that q = 2. Below are the cases of
ℓ = 8 and ℓ = 12:

Table 3: Examples of zeta polynomials

ℓ P
φ̃
GII
ℓ

(T )

8 1
5
+ 2T

5
+ 2T 2

5

12 − 1
15

− 2T
15

− 2T 2

15
+ 4T 4

15
+ 8T 5

15
+ 8T 6

15

In the previous paper, it was shown that Oura’s observation for the zeta
polynomial associated with Eisenstein polynomials holds:
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Theorem 1.1 ([10]). (I) (1) P
φ̃
GII
ℓ

(T ) satisfies RHA.

(2) The zeros of P
φ̃
GII
ℓ

(T ) interlace those of P
φ̃
GII
ℓ+4

(T ).

(3) Let p be an odd prime with p ̸= 5. Then the coefficients of
P ˜
φ
GII
2(p−1)

(T ) are p-integral.

(II) Let p be an odd prime. Then the coefficients of φ̃GII

2(p−1)(x, y) are p-
integral.

(III) Conjecture 1.1 (3) is true.

The main porpose of the present paper is to show that the similar results
hold for the remaining cases. We set the number wX and qX for a unified
definition:

Type I: wI = 2, qI = 2,
Type II: wII = 4, qII = 2,
Type III: wIII = 3, qIII = 3,
Type IV: wIV = 2, qIV = 4.

Theorem 1.2. For X ∈ {I, III, IV},

(I) (1) P
φ̃
GX
ℓ

(T ) satisfies RHA for qX.

(2) The zeros of P
φ̃
GX
ℓ

(T ) interlace those of P
φ̃
H1
ℓ+wX

(T ).

(3) Let p be an odd prime and assume that p ̸= 3 for the case Type
III. Then the coefficients of P ˜

φ
GX
2(p−1)

(T ) are p-integral.

(II) Let p be an odd prime and assume that p ̸= 3 for the case Type III.

Then the coefficients of φ̃GX

2(p−1)(x, y) are p-integral.

(III) Let p be an odd prime and assume that p ̸= 3 for the case Type III. The

coefficients of Th(φ̃GX

2(p−1)) are p-integral.

In Section 2, the proof of Theorem 1.2 is provided along with concluding
remarks.
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2 Proof of Theorem 1.2

In this section, we provide the proof of Theorem 1.2.

2.1 Preliminaries

Before proving Theorem 1.2, we first recall a property of zeta polynomials.
The zeta polynomial Pf (T ) associated with f is related to the normalized

weight enumerator of f as follows:

Definition 2.1 (cf. [4]). For a formal weight enumerator f(x, y) =
∑n

i=0Aix
n−iyi,

we define the normalized weight enumerator as follows:

Nf (t) =
1

q − 1

n∑
i=d

Ai/

(
n

i

)
ti−d.

Pf (T ) and Nf (t) have the following relation:

Theorem 2.1 (cf. [4]). For a given formal weight enumerator f(x, y) with
minimum distance d, the zeta polynomial Pf (T ) and the normalized weight
enumerator Nf (t) have the following relation:

Pf (T )

(1− T )(1− qT )
(1− T )d+1 ≡ Nf

(
T

1− T

)
(mod T n−d+1).

2.2 The explicit form of the Eisenstein polynomials

The explicit form of the Eisenstein polynomials φGX
ℓ (x, y) are given by

Theorem 2.2. (1) Type I:

φ̃GI
ℓ (x, y)

=

 xℓ + yℓ +
2

2 +
√
2
ℓ

∑
0<j<ℓ,j≡0 (mod 2)

(
ℓ

j

)
xℓ−jyj if ℓ ≡ 0 (mod 2),

0 if ℓ ̸≡ 0 (mod 2).

(2) Type III:

φ̃GIII
ℓ (x, y)

=

 xℓ +
3

3 +
√
3
ℓ

∑
0<j<ℓ,j≡0 (mod 3)

2j
(
ℓ

j

)
xℓ−jyj if ℓ ≡ 0 (mod 4),

0 if ℓ ̸≡ 0 (mod 4).
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(3) Type IV:

φ̃GIV
ℓ (x, y)

=

 xℓ +
2

2 + 2ℓ

∑
0<j<ℓ,j≡0 (mod 2)

3j
(
ℓ

j

)
xℓ−jyj if ℓ ≡ 0 (mod 2),

0 if ℓ ̸≡ 0 (mod 2).

Proof. We prove only for the case Type I. In Appendix A, we give the proof
for the other cases.

By a direct calculation,

φ̃GI
ℓ (x, y)

=
1

2

1

1 + 2( 1√
2
)ℓ

(
xℓ +

(
1√
2
(x+ y)

)ℓ

+

(
1√
2
(x− y)

)ℓ

+ yℓ

+(−x)ℓ +
(
− 1√

2
(x+ y)

)ℓ

+

(
− 1√

2
(x− y)

)ℓ

+ (−y)ℓ
)
.

Then the result follows.
Note that the elements of GI are listed in one of the author’s homepage

[11].

2.3 The explicit form of the zeta polynomials

To prove Theorem 1.2, we provide the explicit formula of the zeta function
associated with Eisenstein polynomials:

The zeta polynomial associated with Eisenstein polynomials φ̃GX
ℓ is writ-

ten as follows:

Theorem 2.3. (1) Type I: For ℓ ≡ 0 (mod 2),

P
φ̃
GI
ℓ

(T ) =
2 +

√
2
ℓ
T ℓ−2

2 +
√
2
ℓ

.

(2) Type III: For ℓ ≡ 0 (mod 4),

P
φ̃
GIII
ℓ

(T ) =
3 · 22

3 +
√
3
ℓ

(ℓ−4)/2∑
j=0

(−3)jT 2j.
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(3) Type IV: For ℓ ≡ 0 (mod 2),

P
φ̃
GIV
ℓ

(T ) =
6

2 + 2ℓ

ℓ−2∑
j=0

(−2)jT j.

Proof. We prove only for the case Type I. In Appendix B, we give the proof
for the other cases.

Let N
φ̃
GI
ℓ

be the normalized weight enumerator of φGI
ℓ . By Definition 2.1,

we have

N
φ̃
GI
ℓ

(t) =
∑

0<j<ℓ,j≡0 (mod 2)

2

2 +
√
2
ℓ
tj−2 + tℓ−2

≡ 2

2 +
√
2
ℓ

1

1− t2
+

(
1− 2

2 +
√
2
ℓ

)
tℓ−2 (mod tℓ−1).

Then, by Theorem 2.1, we have

P
φ̃
GI
ℓ

(T )

(1− T )(1− 2T )
(1− T )3 ≡ N

φ̃
GI
ℓ

(
T

1− T

)
(mod T ℓ−1)

⇔P
φ̃
GI
ℓ

(T ) ≡ N
φ̃
GI
ℓ

(
T

1− T

)
(1− T )(1− 2T )

(1− T )3
(mod T ℓ−1)

≡ 2

2 +
√
2
ℓ

(1− T )2

(1− T )2 − T 2

(1− T )(1− 2T )

(1− T )3

+

(
1− 2

2 +
√
2
ℓ

)(
T

1− T

)ℓ−2
(1− T )(1− 2T )

(1− T )3
(mod T ℓ−1)

≡ 2 +
√
2
ℓ
T ℓ−2

2 +
√
2
ℓ

(mod T ℓ−1).

Then, we have

P
φ̃
GI
ℓ

(T ) =
2 +

√
2
ℓ
T ℓ−2

2 +
√
2
ℓ

.
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2.4 Proof of Theorem 1.2

In this section, we provide the proof of Theorem 1.2.
First, the following lemma:

Lemma 2.1. Let ℓ = 2(p− 1) for some odd prime.

(1) We have

2 +
√
2
ℓ
̸≡ 0 (mod p).

(2) Assume also that p ̸= 3. Then we have

3 +
√
3
ℓ
̸≡ 0 (mod p).

(3) We have
2 + 2ℓ ̸≡ 0 (mod p).

Proof. We prove only for the case (1). The other cases can be proved simi-
larly.

By Fermat’s little theorem,

2 +
√
2
ℓ
= 2 + 2p−1 ≡ 2 ̸≡ 0 (mod p).

We now present the proof of Theorem 1.2.

Proof of Theorem 1.2. We prove only for the case Type I. The other cases
can be proved similarly.

Clearly (I)–(1) and (I)–(2) follow from Theorem 2.3.
For (I)–(3), we recall that

P
φ̃
GI
ℓ

(T ) =
2 +

√
2
ℓ
T ℓ−2

2 +
√
2
ℓ

.

Then, from Lemma 2.1 (1), the proof of Theorem 1.2 (I)–(3) is complete.
To show (II), we first recall that

φ̃GI
ℓ (x, y) = xℓ + yℓ +

2

2 +
√
2
ℓ

∑
0<j<ℓ,j≡0 (mod 2)

(
ℓ

j

)
xℓ−jyj.
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By Lemma 2.1 (1), the coefficients of φ̃GI

2(p−1)(x, y) are p-integral.

Finally, we show (III). By Theorem 1.2 (II), the coefficients of

φ̃GI
ℓ (x, y) = xℓ + yℓ +

2

2 +
√
2
ℓ

∑
0<j<ℓ,j≡0 (mod 2)

(
ℓ

j

)
xℓ−jyj

are p-integral. The theta map f0 and f1 have integral Fourier coefficients.
This completes the proof.

2.5 Concluding Remarks

Remark 2.1. (1) The definition of the Eisenstein polynomial for genus g
is given [14, 16]. In the present paper, we only consider the genus one
(g = 1) case. For the cases with g > 1, do the analogies still hold?

(2) For X ∈ {I, . . . , IV}, the group GX is a finite unitary reflection group.
These groups are classified in [18], which gives rise to a natural question:
for the other unitary reflection groups, do our analogies still hold?

Acknowledgments

The authors thank Koji Chinen, and Iwan Duursma for their helpful discus-
sions and contributions to this research.

11



A Proof of Theorem 2.2 for the cases Type

III and Type IV

Proof of Theorem 2.2 (2). By a direct calculation,

φ̃GIII
ℓ (x, y)

=
1

4

1

1 + 3( 1√
3
)ℓ(

xℓ +

(
1√
3
(x+ 2y)

)ℓ

+

(
1√
3
(x+

√
−3y − y)

)ℓ

+

(
1√
3
(
√
−1x+

√
3y −

√
−1y)

)ℓ

+ (−x)ℓ +
(
− 1√

3
(x+ 2y)

)ℓ

+

(
− 1√

3
(x+

√
−3y − y)

)ℓ

+

(
− 1√

3
(
√
−1x+

√
3y −

√
−1y)

)ℓ

+ (
√
−1x)ℓ +

(√
−1(x+ 2y)√

3

)ℓ

+

(
1

3

√
−1
(√

3x−
(√

3− 3
√
−1
)
y
))ℓ

+

(
− x√

3
+
√
−1y +

y√
3

)ℓ

+ (−
√
−1x)ℓ +

(
−
√
−1(x+ 2y)√

3

)ℓ

+

(
x√
3
− 1

3

(√
3 + 3

√
−1
)
y

)ℓ

+

(
−
√
−1x√
3

+ y +

√
−1y√
3

)ℓ
)
.

Then the result follows.
Note that the elements of GIII are listed in one of the author’s homepage

[11].
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Proof of Theorem 2.2 (3). By a direct calculation,

φ̃GIV
ℓ (x, y)

=
1

2

1

1 + 2(1
2
)ℓ

(
xℓ +

(
1

2
(x+ 3y)

)ℓ

+

(
1

2
(x− 3y)

)ℓ

+(−x)ℓ +
(
−1

2
(x+ 3y)

)ℓ

+

(
−1

2
(x− 3y)

)ℓ
)
.

Then the result follows.
Note that the elements of GIV are listed in one of the author’s homepage

[11].

B Proof of Theorem 2.3 for the cases Type

III and Type IV

Proof of Theorem 2.3 (2). Let N
φ̃
GIII
ℓ

be the normalized weight enumerator

of φGIII
ℓ . By Definition 2.1, we have

N
φ̃
GIII
ℓ

(t) =
1

2

3

3 + 3ℓ/2

∑
0<j<ℓ,j≡0 (mod 3)

2jtj−3

≡ 3 · 22

3 + 3ℓ/2
1

1− (2T )3
(mod tℓ−2).

Then, by Theorem 2.1, we have

P
φ̃
GIII
ℓ

(T )

(1− T )(1− 3T )
(1− T )4 ≡ N

φ̃
GIII
ℓ

(
T

1− T

)
(mod T ℓ−2)

⇔P
φ̃
GIII
ℓ

(T ) ≡ N
φ̃
GIII
ℓ

(
T

1− T

)
(1− T )(1− 3T )

(1− T )4
(mod T ℓ−2)

≡ 3 · 22

3 + 3ℓ/2
(1− T )3

(1− T )3 − (2T )3
(1− T )(1− 3T )

(1− T )4
(mod T ℓ−2)

≡ 3 · 22

3 + 3ℓ/2
1

1 + 3T 2
(mod T ℓ−2).
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Then, we have

P
φ̃
GIII
ℓ

(T ) =
3 · 22

3 + 3ℓ/2

(ℓ−4)/2∑
j=0

(−3)jT 2j.

Proof of Theorem 2.3 (3). Let N
φ̃
GIV
ℓ

be the normalized weight enumerator

of φGIV
ℓ . By Definition 2.1, we have

N
φ̃
GIV
ℓ

(t) =
1

3

2

2 + 2ℓ

∑
0<j<ℓ,j≡0 (mod 2)

3jtj−2

≡ 2 · 3
2 + 2ℓ

1

1− (3T )2
(mod tℓ−1).

Then, by Theorem 2.1, we have

P
φ̃
GIV
ℓ

(T )

(1− T )(1− 4T )
(1− T )3 ≡ N

φ̃
GIV
ℓ

(
T

1− T

)
(mod T ℓ−1)

⇔P
φ̃
GIV
ℓ

(T ) ≡ N
φ̃
GIV
ℓ

(
T

1− T

)
(1− T )(1− 4T )

(1− T )3
(mod T ℓ−1)

≡ 1

3

2

2 + 2ℓ
(1− T )2

(1− T )2 − (3T )2
(1− T )(1− 4T )

(1− T )3
(mod T ℓ−1)

≡ 6

2 + 2ℓ

1

1 + 2T
(mod T ℓ−1).

Then, we have

P
φ̃
GIV
ℓ

(T ) =
6

2 + 2ℓ

ℓ−2∑
j=0

(−2)jT j.
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